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SMU Classification: Restricted

● Task: Class-Incremental Learning[1]

- Different classes arrive in different phases;
- At any time, it provides a classifier for the classes observed so far;
- The memory is limited.
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● Challenge: the stability-plasticity trade-off 
for different data-receiving settings

Contributions

● Ablation study

● Comparing w/ SOTA

● Grad-CAM Visualizations

- LUCIR, AANets, and RMM are more suited for TFH
- iCaRL and LwF are more suited for TFS

● Algorithms

● The computing flow of our method across all phases

● The training process of our method in Phase i

● The hyperparameter values
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